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Abstract – The overall structure of a network is determined by its micro features, which are
different in both syntactic and non-syntactic networks. However, the fact that most language
networks are small-world and scale-free raises the question: does syntax play a role in forming
the scale-free feature? To answer this question, we build syntactic networks and co-occurrence
networks to compare the generation mechanisms of nodes, and to investigate whether syntactic
and non-syntactic factors have distinct roles. The results show that frequency is the foundation of
the scale-free feature, while syntax is beneficial to enhance this feature. This research introduces
a microscopic approach, which may shed light on the scale-free feature of language networks.

Copyright c© 2022 EPLA

Introduction. – For decades, linguists and language
network researchers have accepted the view that language
systems are networks with complex structures [1–4]. Net-
work analysis has been applied to solve such numerous
practical problems as language origin [3], language clas-
sification [5], language acquisition [6], disambiguation [7],
measuring text complexity [8], and text classification [9].
Empirical studies have shown that nearly all language net-
works are small-world and scale-free [3–6,10–17]. However,
this commonality fails to take into account the differences
between networks. In language acquisition, for example,
the scale-free, small-world features of language networks
emerge along with syntax [6], and syntax is closely linked
to the formation of the scale-free feature. Nevertheless, it
is noteworthy that not all scale-free language networks are
syntactic, such as co-occurrence networks.
The question of whether syntax has any effect on the

emergence of local and global properties of language net-
works needs to be solved. To explore the role of syntax,
ref. [16] constructs a syntactic network and two corre-
sponding random networks, and ref. [17] builds three syn-
tactic networks of coordinating structures with different
annotation schemes. It turns out that there is no signifi-
cant difference in global properties between syntactic and
non-syntactic networks, and the global properties of the
syntactic network are due to the frequency characteristics

(a)E-mail: hyym@mail.nankai.edu.cn
(b)E-mail: htliu@163.com (corresponding author)

of language rather than syntax [16]. Therefore, the role of
syntax cannot be interpreted from the global perspective
only.

But it is undeniable that syntax does play a role in
forming the scale-free feature. For example, ref. [18] ar-
gues that the degree of a word in a language network is
equivalent to its frequency. However, ref. [4] finds that
though both Zipf curves [19,20] and degree distributions
obey a power law, their exponents are different (the global
properties of the two types of networks in ref. [16] also dif-
fer slightly). The former is non-syntactic, while the latter
is derived from syntactic networks. Thus, ref. [4] believes
that this distinction is caused by syntax.

In a syntactic network, a node can be linked with a
word, and the degree of a node corresponds to its va-
lency, which can be explained as the combining ability of
a word. Diverse words lead to diverse nodes, which pro-
vides a new perspective for investigating the formation of
the scale-free feature. Reference [21] compares the charac-
teristics of three central nodes in syntactic networks and
explains their difference in frequency and syntactic impor-
tance. After examining the local and global properties of
verb nodes, ref. [22] concludes that valency may be the
primary mechanism that affects the global properties of
nodes.

Micro features determine the overall structure of net-
works [21], and the scale-free, as well as small-world
features, are generated by the interaction among nodes.
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Syntactic networks and non-syntactic networks have dif-
ferent degrees even if their nodes are the same. So why are
both syntactic networks and non-syntax networks scale-
free? How are nodes generated? These questions have
rarely been addressed in previous research.

In the current study, we first trace the process of con-
verting words into nodes, then investigate the relationship
between frequency distributions and degree distributions,
and finally compare syntactic networks with co-occurrence
networks. Following these steps, this paper aims to clarify
the role of syntax in the formation of the scale-free fea-
ture. To be specific, networks are constructed based on
four treebanks.

The next section presents the treebanks adopted, the
methods used to build networks, and the relevant net-
work indicators. The third section reproduces the process
of converting frequency distributions into degree distribu-
tions. The fourth section analyses the role of syntax in
the formation of degree distributions. The last section is
the conclusion.

Resources and methods. – Dependency treebanks
are a corpus with dependency syntactic annotation [23]
and they are often adopted as a resource for building lan-
guage networks. We used four treebanks from the Surface-
Syntactic Universal Dependencies (SUD) [24] database.
The English and Chinese parts of the Parallel Universal
Dependencies (PUD) are retrieved for they are built on
news and wikis, a genre whose style is similar to the writ-
ten language. The English one includes 1000 sentences and
21176 tokens, and the Chinese one includes 1000 sentences
and 21415 tokens. The spoken English treebank we used
is the Reddit part (GUMReddit) of the Georgetown Uni-
versity Multilayer Corpus, which has 895 sentences and
15993 tokens. It is based on a blog community, Reddit,
whose genre is similar to the spoken language. And we use
the Mandarin part of the HK treebank which was built on
film subtitles and legislative proceedings of Hong Kong, as
our spoken Chinese corpora. This treebank contains 1004
sentences and 9874 tokens.

Different languages [25] and genres [26] have different
syntactic expressions, and the four treebanks can min-
imise the influence of languages and genres as much as
possible. The format of treebanks is CoNLL-X [27], and
the required content extracted from it can be seen in
table 1.

When building a network, it is common to convert
words into nodes [3–6,11–17,21,22]. To reduce the im-
pact of heterosemies and homographs, tuples consisting of
a lemma and a word class are converted to nodes, and re-
lations between words to edges. A syntactic network and
a co-occurrence network based on table 1 can be seen in
fig. 1.

For consistency, the frequencies of tuples whose lemmas
are not punctuations are counted. Furthermore, tuples de-
liver the information about words, so they are abbreviated
as words for convenience.

Table 1: Annotation of a sentence extracted from the tree-
banks. “ID” is the liner position of the word in the sentence.
“UPOS” is the word classes. “HEAD” is the liner position
of the governor of the word. “DEPREL” is the dependency
relation.

ID FORM LEMMA UPOS HEAD DEPREL

1 maybe maybe ADV 5 mod
2 the the DET 4 det
3 dress dress NOUN 4 compound
4 code code NOUN 5 subj
5 was be AUX 0 root
6 too too ADV 5 mod
7 stuffy stuffy ADJ 5 comp:pred
8 . . PUNCT 5 punct

Fig. 1: Examples of a syntactic network and a co-occurrence
network. On the left is the syntactic network, and on the right
is the co-occurrence network.

Three Python libraries are used in this paper: Net-
workX [28] for network construction, scikit-learn [29] for
data fitting, and SciPy [30] for statistical testing.

The most basic indicator of a node is its degree, i.e.,
the total number of edges that a node has. In a directed
network, the degree can be divided into the in-degree and
the out-degree. The in-degree of a node is the number
of directed edges that it receives, and the out-degree of a
node is the number of directed edges that it sends out. In
a dependency syntactic network, these indicators possess
linguistic significance.

The Probabilistic Valency Pattern Theory (PVPT) [25]
suggests that the valency of words contains centrifugal and
centripetal forces, that is, the ability that words have to
govern other words as well as the ability to be governed
by other words. It is also proposed by the theory that the
valency is probabilistic. Figure 2 reveals the Probabilistic
Valency Pattern (PVP) of a word or word class.

In fig. 2, G1, G2, G3, . . . , Gn−2, Gn−1, Gn are words
or word classes that govern the word or word class in the
rectangle; namely, they are governors of the word or word
class. D1, D2, D3, . . . , Dn−2, Dn−1, Dn are words or word
classes that are governed by the word or word class in
the rectangle; namely, they are dependents of the word or
word class. The arrows represent the dependency relations
accompanied by their probabilities.

The PVP can be realized in a syntactic network. With
the word or word class in the rectangle being regarded as
a node, G ’s and D ’s are the other nodes that have the
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Table 2: The power exponents γ and determination coefficients R2 of distributions of four syntactic networks.

English Chinese
Frequency In-degree Out-degree Degree Frequency In-degree Out-degree Degree

γ
2.091 2.095 2.195 2.149 2.268 2.284 2.194 2.229
2.081 2.087 2.083 2.072 2.276 2.280 2.191 2.212

R2 0.984 0.982 0.984 0.989 0.996 0.991 0.995 0.995
0.987 0.987 0.990 0.987 0.989 0.987 0.983 0.981

Word/Word Class

Governor1

Dependent1

G2 G3 Gn-2 GnGn-1

D2 D3 DnDn-2 Dn-1

...

...

relation,prop%

relation,prop%

Fig. 2: The PVP of a word or word class.

directed edges to the node, the arrows are the directed
edges, and the probabilities are the weights of the edges.
Hence, the degree represents the valency of a word or word
class, the out-degree indicates the ability of a word or word
class to govern other words, and the in-degree signifies the
ability of a word or word class to be governed by other
words.
The degree distribution P(k) is the probability that a

randomly selected node has degree k. In a directed net-
work, the degree distribution can also be classified into
the in-degree and out-degree distributions, with the for-
mer being the probability that a randomly selected node
has in-degree k and the latter the probability that a ran-
domly selected node has out-degree k.
The degree distribution of a real-world network usually

obeys a power law, i.e., P (k) ∼ k−γ . The degree distribu-
tion of a language network usually has a noise fat tail. To
get better fitness, we adopt the cumulative degree distribu-
tion [31], which refers to the probability that a randomly
selected node has a degree greater than or equal to k :

P (k) =
∞∑

k′=k

p(k′). (1)

If the distribution obeys a power law, then its cumu-
lative distribution function approximately conforms to a
power law with a power exponent of γ − 1:

P (k) = C

∞∑
k′=k

k′
−γ ≈ C

∫ ∞

k

k′
−γ

dk′ =
C

γ − 1
k−(γ−1).

(2)
According to eq. (2), P (k) ∼ k−(γ−1).

Fig. 3: Cumulative distributions based on four treebanks.

Converting the frequency distribution into the
degree distribution. – In a syntactic network, the de-
gree of a node comes first from the frequency of its repre-
senting words, and second from the valency of these words.
The degree is positively correlated with both two factors.
Initially, we plot the cumulative distributions of fre-

quency, in-degree, and out-degree in fig. 3.
The parameters of the distributions in fig. 3 can be

found in table 2. For each parameter, there are two rows of
data, of which the upper one is from the written language
network and the lower one is from the spoken language
network (this rule also applies in table 3). We can see
that neither in-degree distributions nor out-degree distri-
butions are the same as the frequency distribution. What
we want to do is to eliminate their distinction as much
as possible, and the difference between frequency distri-
butions and in-degree distributions will be erased first.
Analysis of nodes in a syntactic network based on depen-

dency relations should consider the dependency grammar
theory. The PVPT suggests that a word in a sentence can
have any number of dependents, and no governor (when
the word is the root of the sentence) or one governor. It
might be demonstrated with a node in a syntactic net-
work: when one occurrence of a word is extracted as a
node, the out-degree of the node can be greater than or
equal to 0, and the in-degree can be 0 (when the occur-
rence of the word is the root of the sentence) or 1. Fig-
ure 4 presents the four cases that are distinguished by the
above rules.
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Table 3: The power exponents γ and determination coefficients R2 of distributions of four co-occurrence networks.

English Chinese
Frequency In-degree Out-degree Degree Frequency In-degree Out-degree Degree

γ
2.091 2.099 2.073 2.089 2.268 2.274 2.258 2.236
2.081 2.087 2.064 2.040 2.276 2.301 2.266 2.207

R2 0.984 0.981 0.983 0.986 0.995 0.994 0.994 0.995
0.990 0.992 0.989 0.991 0.989 0.988 0.991 0.981

Fig. 4: Four scenarios of one occurrence of a word concerning
a syntactic network formation.

In case 1, the node has in-degree 1 and out-degree n,
viz., this occurrence of the word has one governor and one
or more dependents. In case 2, the node has in-degree 0
and out-degree n, that is, this occurrence of the word has
no governor and one or more dependents. In case 3, the
node has in-degree 1 and out-degree 0, that is to say, this
occurrence of the word has one governor and no depen-
dent. In case 4, the node has in-degree 0 and out-degree
0, in other words, this occurrence of the word constitutes
a single-word sentence.

When all the occurrences of a word are accumulated,
a node is generated. The occurrences with cases 1 and
3 present the total frequency and the total in-degree of
the node. However, the occurrences for cases 2 and 4
display the total frequency of the node, but not the total
in-degree. Accordingly, occurrences of cases 2 and 4 reveal
the distinction between the frequency distribution and the
in-degree distribution.

We then exclude the occurrences of cases 2 and 4
and compare the frequency distributions and in-degree
distributions again. The results in fig. 5 state that the ad-
justed frequency distributions are parallel to the in-degree
distributions in table 2.

Our reason for excluding the occurrences with case 2
is that some nodes with the out-degree may have no in-
degree, considering that syntax allows some words to gov-
ern others but not to be governed by others. The reason
for excluding occurrences of case 4 is that there may be
some isolated nodes in networks since some words can syn-
tactically form single-word sentences. Hence, it is reason-

Fig. 5: Adjusted cumulative frequency distributions and cu-
mulative in-degree distributions based on four treebanks.

Fig. 6: Adjusted cumulative frequency distributions and cu-
mulative out-degree distributions based on four treebanks.

able to conclude that in-degree distributions are frequency
distributions that are impacted by syntax.

Measuring out-degree distributions in this way requires
some correction. For example, occurrences of cases 3 and
4 are excluded because they do not help with the total
out-degree of nodes. Correspondingly, further correction
is necessary because the frequency distributions are not
equal to the out-degree distributions.

In cases 1 and 2, n ≥ 1, which implies that once n is
greater than 1, the total out-degree of a node will sur-
pass its total frequency. These extra parts of out-degrees
also lead to the distinction between frequency distribu-
tions and out-degree distributions. As shown in fig. 6

61002-p4
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Case 1 Case 3

Case 2 Case 4

Fig. 7: Four scenarios of one occurrence of a word concerning
a co-occurrence network formation.

the frequency distributions adjusted by adding these extra
parts are congruent with the out-degree distributions in
table 2.

The difference between the in-degree distributions and
the out-degree distributions is possibly attributed to the
fact that the in-degree range of one frequency of a word is
less than its out-degree range. The former is {0, 1}, and
the latter is {0, 1, 2, . . . , +∞−2, +∞−1, +∞}. The dis-
tinction in the range is raised by the valency, specifically,
the ability that a word in a sentence can have at most one
governor, but any number of dependents.

Likewise, the degree distributions can also be obtained
in this way. We summarize the above two kinds of ad-
justed frequencies of words to obtain their degrees and get
the adjusted frequency distributions that equal the degree
distributions in table 2.

Consequently, it is reasonable to hold the view that the
degree distribution in a weighted directed syntactic net-
work is the frequency distribution that is impacted by syn-
tax. In the formation of the scale-free feature of a syntactic
network, frequency plays a fundamental role, and syntax
plays an influential part.

There might be two possibilities for the role of syntax:
one is that syntax is conducive to enhancing the scale-
free feature, and the other is that syntax is adverse to
enhancing the feature. The question of which of these
cases holds will be answered in the next section.

The nodes of a co-occurrence network can also be anal-
ysed by the above method. A node in a co-occurrence
network comes from the frequency and co-occurrence rela-
tions. According to the definition proposed in the second
section, four cases of one occurrence of a word are dis-
played in fig. 7.

The node in case 1 has in-degree 0 and out-degree 1,
for that this occurrence of the word is the first word of
a sentence. The node in case 2 has in-degree 1 and out-
degree 0, that is, this occurrence of the word is the last
word of a sentence. In case 3, node has in-degree 1 and
out-degree 1, which means that this occurrence of the word
is in the middle of a sentence. In case 4, node has in-
degree 0 and out-degree 0; i.e., this occurrence of the word
constitutes a single-word sentence.

Fig. 8: Cumulative distributions based on four treebanks.

The four types of cumulative distributions for co-
occurrence networks are plotted in fig. 8. Based on the
frequency distributions, the in-degree distributions can be
obtained by excluding occurrences of cases 1 and 4, and
the out-degree distributions can be achieved by eliminat-
ing occurrences with cases 2 and 3. Consequently, the
degree distributions of all four cases can be calculated.
In a co-occurrence network, co-occurrence relations play

a role similar to that of syntax in a syntactic network. The
degree distribution in a weighted directed co-occurrence
network is the frequency distribution impacted by co-
occurrence relations. Two possibilities also exist in the
role of co-occurrence relations.
The frequency plays a fundamental role in both syntac-

tic networks and co-occurrence networks. Syntax plays
a part in syntactic networks, while so do co-occurrence
relations in co-occurrence networks.
As fig. 3 and fig. 6 show, there is a remarkable resem-

blance between frequency distributions and in-degree dis-
tributions in syntactic networks. In contrast, frequency
distributions bear a resemblance to both in-degree and
out-degree distributions in co-occurrence networks. It in-
dicates that despite the similar roles played by syntax and
co-occurrence relations, there are still some differences be-
tween them.

The role of syntax in the scale-free feature for-
mation. – The third section argues that the degree in
syntactic networks is a combination of frequency and
syntax. Hence, it is inaccurate to use the degree of a node
to describe the valency of a word, since a word with a low
valency and a high frequency will also have a high degree.
Mathematically, the valency of a word W can be for-

mulated as follows:

valency(W ) =
1

n

n∑
i=1

|Vi|. (3)

In this function, n is the frequency of W in treebanks.
Vi is the number of the i -th W ’s governors and depen-
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Fig. 9: Boxplots of the valency and the co-occurrency in tree-
banks. (a) Written English. (b) Spoken English. (c) Written
Chinese. (d) Spoken Chinese.

dents. This function excludes the frequency and obtains
a purely syntactic indicator, valency.

The ability of a word to co-occur with others can be
defined as co-occurrency. Similarly, the co-occurrency of
a word W can be formulated as:

co-occurrency(W ) =
1

n

n∑
i=1

|Ai|. (4)

In this function, n is the frequency of W in treebanks.
Ai is the number of the i -th W ’s adjacent words.

Notably, neither valency distributions nor co-occurrency
distributions obey the power law with the determination
coefficients R2 which are all less than 0.1. We plotted
boxplots of valency and co-occurrency, as shown in fig. 9.
The Wilcoxon test in fig. 9 shows that the mean of

the valency (Ma = 1.974, SDa = 0.967; Mb = 1.970,
SDb = 0.973; Mc = 1.821, SDc = 0.963; Md = 1.799,
SDd = 0.977) is significantly or marginally significantly
(pa,b,c < 0.01; pd < 0.75) larger than that of the co-
occurrency (Ma = 1.868, SDa = 0.300; Mb = 1.835,
SDb = 0.338; Mc = 1.865, SDc = 0.308; Md = 1.820,
SDd = 0.429). Moreover, the standard deviation implies
that the co-occurrency is distributed more uniformly than
the valency. The data show that the co-occurrencies have
a weaker influence on degree distributions than the valen-
cies.
The above findings are anticipated. As a matter of fact,

the four cases in fig. 7 are contained in fig. 4. The range
in which the valency can vary is much greater than that in
which the co-occurrency can vary. In addition, case 3 in
fig. 7 is dominant, which leads to the high concentration of
the co-occurrency around 2. Therefore, the impact of the
co-occurrency on degree is insignificant, while the valency
promotes the emergence of the differences among nodes.
Then, we discuss the specific impact of the valency on

the degree distribution and the formation of the scale-free
feature.
In a scale-free network, there are a small number of

nodes with remarkably large degrees and a large number
of nodes with fairly low degrees. The degree distribution
of a scale-free network obeys a power law, and the range
of its degree is greater than (〈k〉 − 〈k〉 1

2 , 〈k〉+ 〈k〉 1
2 ) [32].

Compared with the number of nodes with a degree in this
range, there are fewer nodes with a degree greater than

Table 4: The average degree of degree distributions based
on frequency distributions and the number of nodes in three
segments.

English Chinese
Written Spoken Written Spoken

〈k〉 3.692 5.562 3.191 4.755

(〈k〉+ 〈k〉 1
2 , 〈k〉+∞) 428 266 596 233

(〈k〉 − 〈k〉 1
2 , 〈k〉+ 〈k〉 1

2 ) 1507 298 1453 319

(〈k〉 −∞, 〈k〉 − 〈k〉 1
2 ) 3136 2037 3752 1159

Table 5: The rank-frequency distribution table with valencies
of the PUD treebank.

Rank Word Frequency Valency

1 (the, DET) 1441 1.000
2 (be, AUX) 651 3.007
3 (of, ADP) 599 2.003
4 (in, ADP) 501 2.023
5 (and,CCONJ) 456 1.000
. . . . . . . . . . . .
5070 (Caesar, PROPN) 1 1.000
5071 (proconsul, NOUN) 1 2.000

Table 6: Proportion of strong valencies in three segments.

English Chinese
Written Spoken Written Spoken

(〈k〉+ 〈k〉 1
2 , 〈k〉+∞) 84.1% 81.2% 72.3% 76.0%

(〈k〉 − 〈k〉 1
2 , 〈k〉+ 〈k〉 1

2 ) 76.5% 78.1% 70.2% 67.4%

(〈k〉 −∞, 〈k〉 − 〈k〉 1
2 ) 58.1% 64.5% 51.5% 54.8%

〈k〉+ 〈k〉 1
2 , and more nodes with a degree less than 〈k〉 −

〈k〉 1
2 .

Frequency distributions satisfy the above conditions,
which means that the frequency distributions are scale-
free. The number of nodes in the three segments can be
seen in table 4.

Finally, we calculate the valencies of the words rep-
resented by nodes in these three segments one by one.
Without changing the position of words in tables of the
rank-frequency distributions, we add their valencies, as
shown in table 5.

The valencies of very few words are less than 1 (these
words constitute single-word sentences), and the valencies
of the other words are greater than or equal to 1. Va-
lencies equal to 1 are regarded as weak valencies, while
valencies greater than 1 as strong ones. Statistics on the
proportion of strong valencies in the three segments are
listed in table 6.
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Table 6 illustrates that the proportion in (〈k〉 +

〈k〉 1
2 , 〈k〉 +∞) is the largest, and that in (〈k〉 −∞, 〈k〉 −

〈k〉 1
2 ) is the smallest. It suggests that a word with a high

frequency tends to have a strong valency. This feature is
helpful to diversify the differences among nodes and en-
hance the scale-free feature of networks.

Conclusion. – It is widely acknowledged that almost
all real-world networks are small-world and scale-free.
Like things in the real world, the nodes of a real-world
network have diverse characteristics that are crucial to
the generation of the overall structure of the network.
Through investigating the generation mechanism of nodes,
this paper argues that both the syntactic network and the
co-occurrence network are scale-free, due to the fundamen-
tal role of the frequency. This finding may be useful in real
applications such as authorship attribution [33] and lan-
guage classification [34,35], where taking both syntactic
and non-syntactic factors into account can lead to better
results.
Given the prevalence of the scale-free, small-world fea-

tures, there is no significant difference in the global orga-
nization of different networks [16,17]. The process of form-
ing the scale-free feature can be illustrated in detail from
the perspective of nodes. The data validates that syntax
is more conducive to widening the differences among de-
grees and forming the scale-free feature than co-occurrence
relations.
Furthermore, this paper demonstrates that it is feasible

to analyse the network from a microscopic perspective,
which facilitates the explanation of language networks
from the linguistic point of view. Due to space limitations,
this paper only discusses scale-freeness, and the equally
important small-worldness will be studied from the per-
spective of the motif or others in our subsequent research.
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London, Ser. B, 268 (2001) 2261.

[13] Ferrer I Cancho F., Solé R. V. and Köhler R.,
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